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Abstract

We estimate the impact of worker remittances on savings, taxes, and public expenditures on education, all as a share of GDP, for two samples of poor and less poor countries. Remittances increase the savings ratio in both samples. Savings have an (inverted) u-shaped impact on the tax ratio in poor (richer) countries. Higher tax revenues lead to higher public expenditure on education in both samples. When remittances increase, in the richer sample, governments raise less tax revenues but spend more on education in direct response, whereas governments of the poorer sample raise more tax revenues at low levels of remittances, but less at high levels of remittances. In simultaneous equation simulations of a positive permanent shock to remittances, the governments of richer countries reduce taxation and public expenditure on education as a share of GDP. In poor countries, this leads to higher tax revenues and spending of more money on education.
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1. Introduction

The literature on the effects on worker remittances has mainly focused on behaviour of private households, but has said little about the reaction of governments in the receiving countries. For example, in the survey of Lucas (2005), the word ‘tax’ does appear but always without any referencing to empirical work. Whereas some countries such as Morocco tax worker remittances heavily and therefore worker remittances should increase tax revenues, it is also possible that growth is increased through remittances and
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therefore the ratio of tax revenues as a share of GDP may go up or down and
other countries provide tax incentives to attract remittances (Ratha 2004). In
addition, other determinants of taxation like savings may increase as well and
therefore remittances may have an indirect effect on taxation via them. 1
Recently, Ziesemer (2008, 2012b) and Ebeke (2010) have treated the impact of
remittances on tax revenue. Ziesemer (2008) found that remittances decrease the
tax ratio in the richer sample but increase it in the poorer sample. Ebeke (2010)
finds ‘that remittances significantly increase both the level and the stability of
government tax revenue ratio in the receiving countries that have adopted the
VAT’ for a sample of 111 countries. Ziesemer (2008, 2012b) finds a positive
effect for a poor country sample using methods slightly different from the ones
we use here.

Similar to the scarcity of findings regarding tax revenues, we do not
find any information about the reaction of public expenditure on
education to the appearance of worker remittances although theoretical
work uses ‘the assumption … that the diaspora bear the costs of
education’ (Wei and Balasubramanyam, 2006, p.1608). This naturally
raises the question whether the government then reduces or increases its
own efforts. As a matter of subjective selection we think that this is a
highly relevant government variable, as it contributes to human capital
formation, which is important for many aspects of economic
development. Recently, Ziesemer (2008) and Ebeke (2012) have treated
the impact of remittances on public expenditure on education. Ziesemer
(2008) found that in the richer sample (above $1200 per capita income)
the total effect of remittances is negative in the short run and almost zero
in the long run and for the poorer sample the total effect of remittances is
positive in the short as well as in the long run. Ebeke (2012) finds a
negative impact of remittances on public expenditure on education for a
sample of 86 countries if governance is bad.

We will therefore focus on the effects of worker remittances on tax
revenues and public expenditure on education, all expressed as a share of GDP.
We will try to explain empirically the determination of these variables for two
sets of countries, one with a per capita income above and the other below $1200
in 2003 in order to figure out how governments of poor and less poor countries
react to remittances and other determinants. The poorer sample consists of 52,
and the richer sample of 56 countries. For both samples, we have data on worker
remittances and development aid and both contain former communist countries.

1 Desai et al. (2009, footnote 28) apply a tax rate of 11.5 percent to a part of Indias 3.11 percent
remittances as a share of GNI resulting in a contribution of about 0.21 percent of GNI. However,
no economic interactions with other variables are taken into account when getting this number.
Of course, with these questions we are no longer in the realm of pure economics but rather also in politics. We will try to find preliminary answers via an estimate of an empirical model for two panels of countries explained in section 2. In section 3, we describe the data and the econometric method used. In section 4, we present the results. In section 5, we show baseline simulations and scenarios for permanent shocks to remittances as a share of GDP. Section 6 summarizes and points to issues for further research.

2. An empirical model

We specify the following tax function explained below using the index ‘i’ for countries and ‘t’ for time.

\[
taxy_{it} = a_{0,i} + a_1 taxy_{it-1} + a_2 savgdp_{it} + a_3 (wr/gdp)_{it} + u_{it}
\]

(1)

For the explanation of tax revenues as a share of GDP, \( taxy \), the first argument besides a country-specific constant is its lagged value, \( taxy(-1) \), implicitly capturing the history of tax policy. Taxability is well known to be limited by poverty in poor countries; whatever drives government behaviour, the resistance against taxation is larger and more accepted in general when people are poorer. Poverty itself can be expressed in many ways. The literature uses mostly per capita income or expenditure variables followed by a discussion of distribution issues. The idea used here, related to traditional surplus debates, is that the savings ratio, \( savgdp \), reflects how much of their income people can miss in view of the minimum requirements for existence. In rich or less poor countries savings ratios may also reflect how much people can care for themselves rather than relying on state support. The idea for poor countries then would suggest that we get a positive sign for the coefficient of savings, but possibly a negative one for sufficiently less poor countries. We consider worker remittances, \( wr \), as a share of GDP as a sort of marginal income received. The question then is whether governments want to tax this at higher rates in the spirit of progressive taxation or at lower rates, as under special tax incentives intending to attract remittances. A negative sign could also imply that the effect

---

2 Whereas the question ‘why do governments behave as they do’ might benefit from a theoretical model, we do not need one here because we only want to find in this paper which direction the behaviour goes, which is different from asking ‘why they do so’. Moreover, having one model of government behaviour for a whole panel of countries may be a bit too much of ‘one-size-fits-all’ thinking. Trying to cover the great diversity of possible patterns of behaviour discussed below would lead to a very complex model. Moreover, all modellers have the experience that closing a model requires simplifying assumptions, which may be at variance with the evidence and therefore are not helpful but rather a straightjacket for empirical research. The arguments used below are understandable without a theoretical model. Nevertheless, we will refer to some theoretical results in the literature.
on the GDP (the denominator), not discussed explicitly in this paper, is larger than that on taxes (the numerator). We will also explore the use of quadratic terms for all regressors. The last term in the regression is the residual. In principle, we might have used per capita income rather than the savings variable. However, it has a growth trend and even when employing quadratic and cubic terms with or without a time trend the tax variable would go out of bounds in all intertemporal simulation exercises we have carried out. We have also tried out literacy as a regressor because it might be a motive for raising taxes, and it is relevant for some development issues, but it has turned out to be insignificant. We did try out the use of natural logarithms besides quadratic and cubic terms for all variables.

Remittances may not only have a direct effect on tax ratios, but also an indirect effect via savings ratios. Remittances add to disposal income and if taxes do not take away the total increase, both consumption and savings will both increase if they are not inferior. An interesting question then is whether the share of consumption or savings are increasing or decreasing. For savings ratios we specify the following regression.

\[
\text{savgdp}_{it} = b_{0,i} + b_1 \text{savgdp}_{it-1} + b_2 (wr/gdp)_{it} + b_3 (oda/gdp)_{it} + \\
+ b_4 (d(log(gdppc_{it})) + b_5 log(1+ri_{it-1}) + b_6 (peegdp)_{it} + b_7 (nm/l)_{it} + e_{it}
\]

Again, there is a country-specific constant and a lagged dependent variable. Worker remittances are international transfers received by private households. They enhance disposable income. Households can use remittances as a share of GDP to enhance or reduce savings ratios depending on whether they go more or less than proportionately into consumption or savings (Griffin 1970). Official development aid is an international transfer as well and enhances disposable income of the country, mostly of the government though. This also may provide an incentive to increase or decrease savings ratios and therefore we add it also as a regressor, oda/gdp. The growth rate of the GDP per capita,

---

3 The effect of remittances on tax revenues can also serve as a channel for shocks from the sending countries as in Ziesemer (2010a) and Abdih et al. (2012).
4 Osili (2007) provides portfolio theory and evidence for the effect of remittances on household savings.
5 The question may not only be whether remittances have an impact on macroeconomic consumption vs. investment as demand components, but rather consumption vs. savings, both in terms of ratios, as components of allocation of disposable income. Nationally imperfect capital markets and savings are important for education financing and other household investments even if national capital inflows are important in size. The developmental perspective is of course different from an interest in macroeconomic fluctuations generated by stochastic processes, where the reaction of investment to remittances shocks is indeed interesting. Karpestam (2012) calculates the impact of remittances on demand components in a detailed way.
$gdppc$, and the interest rate, $ri$, may have an impact as in basic macroeconomic textbooks to the extent that people base their plans on looking into the future. Public expenditure on education, $peegdp$, may reduce the private incentives to save and reduces government savings directly. Net immigration, $nm$, taken as a share of the labour force, $l$, to correct for country size may enhance savings ratios if the immigrants bring high savings with them to the country of arrival. Conversely, emigrants may dis-save because they probably prepare their emigration by saving money to carry the cost of migration. The last term in the regression is the residual.

On the expenditure side, public expenditure on education as a contribution to financing the development of capability or human capital building is one of the much-discussed items in development studies. We specify the following regression.

$$peegdp_{it} = c_0 + c_1peegdp_{it-1} + c_2taxy_{it} + c_3savgd_{it} + c_4(wr/gdp)_{it} + c_5(oda/gdp)_{it} + \varepsilon_{it} \text{ (3)}$$

Besides the constant and the lagged dependent variable, the more tax money is available, the more can go to education. The more people save, the more they signal that the government should do the same concerning education. In addition, education may become accessible in poor countries if private and public money support it, but not if only one of them does so. This would provide an incentive to invest more in education publicly. On the other hand, savings and worker remittances may discourage public expenditure on education, because the government may think that people can take care of themselves more than before. Development aid might encourage public expenditure on education, for example via co-financing between donors and governments. However, it is also possible that more aid on that purpose leads to less public money. Again, the last term is the residual.

There are three channels then along which remittances affect public expenditure on education. First, they have a direct impact. Second, there is an impact via savings, a private channel, and third, there is an impact via the tax ratio, which in turn depends itself on an effect via savings. Private and public behaviour are strongly interwoven here.

3. Data and econometric method

We take all data from the World Development Indicators, World Bank (2007), where definitions are given. More detailed information is available from...
the sources mentioned below. Worker remittances are official receipts in constant (2000) US$ and do not contain compensation of residents going across the border to work in neighbouring countries. The data stem from Balance of Payments Statistics. Flows going via financial investments and withdrawals from related accounts are not included (see IMF 2005, p.99). Unofficial receipts may be high - Freund and Spatafora (2005) estimate that informal remittances are between 35 and 75 per cent of the official ones - and important but we have no way to deal with the issue directly (see Adams and Page, 2005). Taxes are only those of the central government. This is a limitation, but the best-known federal states like the USA and Germany are not in our sample. Savings are gross of depreciation but include net current transfers and net income from abroad. Data on official development aid include loans containing at least a grant element of 25 percent. When taking remittances and aid as a share of GDP, we use algebraic expression where the 3 percent is 0.03. For the other data, taken from the WDI as they are expressed there, shares of GDP are multiplied by 100, and then 3 percent is just three. Data on the GDP per capita, \( gdppc \), are in constant (2000) US$ and stem from national accounts. Interest rates, \( ri \), are real rates as obtained by use of the GDP deflator and taken from the IMF IFS Yearbook. Data on public expenditure on education, \( peegdp \), are from the UNESCO and we assemble them from several versions of the World Development Indicators. Data on migration are five-year estimates of the United Nations Population Division. Labour force data are from the ILO.

We use available data for remittances and aid for 108 countries. We divide these countries into two groups, those with a GDP per capita that is above and below $1200 in 2003 because Kernel density estimates for the years 1960, 1970, 1980, 1990 and 2000 show peaks at around $1000. The number of countries around this peak is almost constant over time. Analysis of growth rates (see Ziese 2012a). This would also change the \( N/T \) ratio. Results are in general dependent on the \( N/T \) ratio of panels (Smith and Fuentes 2010) and having different \( N/T \) ratios might make comparison across samples impossible in particular for equation (3) with roughly six observations per country and each 29 countries. In this respect the \( N/T \) ratios are comparable for equations 1a and b and also 3a and b but hardly so for 2a and b. Adding observations for the richer sample might turn this around implying that updating is devalued by loss in comparability.

8 In the WDI, there are surprisingly many zero values, which are quite implausible because they are preceded and followed by positive values of non-negligible size. We have turned them into ‘non-available’.

9 We would like to point out though that GDP data also underestimate economic activity because of the neglect of the informal sector. Schneider and Enste (2000, Table 2) report values of 25-76 percent of GDP for developing countries. This is the same order of magnitude as for remittances. For developed countries, these values are lower. Informal remittances are falling as a share of the official ones. It is not clear though that the share of the informal sector is falling in developing countries over time. The imperfection of remittances data is broadly discussed in all related papers. That of GDP data is not discussed anymore although it may still be as severe.

10 The versions since 2005 cover only data since 1998.
shows that the countries in the poor group have an average growth rate below 1 percent in the period 1960-2005. Those in the less poor group have growth rates above 2 percent. Another important difference between the two groups is that in the case of the richer sample, remittances are a larger share of GDP than aid is, 4 percent and 2 percent respectively. However, for the poorer sample this often-stated result is by far not true. Aid is more than 9 percent and remittances are above 3 percent in the poor sample. Panel homogeneity then is hardly a convincing assumption concerning both the level and the growth rates of the GDP and therefore we split the sample. In the richer sample, we will then have 56 countries and 52 in the poorer one (see Appendix A for the lists of countries). We postpone further splits to future research. Data for the respective variables are not available for all countries and years though and therefore our regressions will often cover less than the 52 or 56 countries. All regressions therefore use unbalanced panel data.

For all equations, we follow a basic econometric lesson for macroeconomic variables, to include the lagged dependent variable. It tends to be highly significant in most circumstances and therefore it is always included in order to avoid an omitted variable bias (see Greene, 2003, Chaps. 19 and 20). By implication, we consider dynamic panels.

Moreover, results in dynamic panels depend on the ratio \(N/T\), where \(N\) is the number of cross-sections and \(T\) is the number of periods (Smith and Fuentes 2010). As we are dealing with a dynamic issue, we like to have a long time dimension \(T\) and therefore we use yearly data rather than five-year averages.

A basic econometric lesson here is that in dynamic panels the coefficient of a lagged dependent variable, when using a fixed effects estimator, has a downward bias of an order of magnitude of \(1/T\). This is an expected value of the bias for the case of having no further regressors; with more regressors, it is lower (Asteriou and Hall 2011, chap.19). Its standard deviation allows for having a much higher or lower bias. The Anderson-Hsiao estimator removes the bias, but is inefficient. The Arellano-Bond GMM estimator using first-differences of the model has a small sample bias. The best response to this currently is the use of a system GMM estimator by Arellano and Bover (1995) as shown by Monte-Carlo studies by Blundell and Bond (1998) for very small \(T\) and by Soto for \(T=15\). It combines the within estimator of the level equation with their version in first differences, imposing equality constraints on the respective coefficients of the regressors. Alternatively, one method of estimation for system GMM is called ‘orthogonal deviations’; it replaces the first difference equation mentioned above by orthogonal deviations, which consist of a Helmert transformation, i.e. it subtracts from each residual the sum of the future residuals. As many 

\[ \text{\footnotesize{11}} \text{A third approach could be the use of system GMM with differenced equations as explained above in the first step, and use this approach for equations (1)-(3) in a simultaneous equation setting. The GMM also takes care of the contemporaneous correlation in a similar way as the SUR} \]
regressors are under suspicion of endogeneity, we use instruments also for some of the regressors other than the lagged dependent variable in this approach. The orthogonal deviation approach does not estimate the intercept of the above equations. Therefore, we will leave the coefficient in its general form when reporting results; alternatively, we could present the estimation results in terms of first differences, which would cost more space though. The GMM approach minimizes a quadratic form called the J-statistic. If the number of instruments used is identical to the number of regressors, the J-statistic is zero. When more instruments are used, the J-statistic increases. It should not increase too much for instruments to be valid according to the chi-square test, but also not too little because then, instruments do nothing or too little. An extremely high (low) Hansen-Sargan p-value (henceforth HS p-value) indicates that it is not increasing too much (little). Roodman (2009b) argues that the p-values should not be too far outside the range of 5 percent and 25 percent. It remains unclear though what is ‘too far’. Therefore, we report the J-statistic, the HS p-value and the standard error of regression whenever we use the Arellano-Bover method.

Blundell and Bond (1998) and Soto (2009) use the assumption of equal unit variances for the fixed effects and the residuals in their Monte Carlo studies. Bun and Windmeijer (2010) have shown that for a ratio of four there is an upward bias of the system GMM estimator of about 9% if \( T = 6 \) and of about 7% if \( T = 15 \). As we have \( T = 10 \) we could expect a bias of about 8% if the variance ratio were four. However, it remains unclear in the study by Bun and Windmeijer (2010) what the bias would be when more regressors are employed rather than only the lagged dependent variable. Therefore, it is currently not possible to deal rigorously with this aspect. Similarly, Bazzi and Clemens (2010) deal with the endogeneity of one endogenous regressor in addition to the lagged dependent variable. They show that in addition to the Bun/Windmeijer results, the correlation coefficient between the two residuals of the Monte Carlo model should not be large and the regression coefficient of the regressor and its own lag should be high. Most GMM estimates have more regressors though and it is unclear how serious the problem is in these cases. Moreover, both studies do not deal with the orthogonal deviation method we use here.

The practical procedure we follow then is as follows. We first search for a good specification in terms of a fixed effects estimate also including time fixed effects, which reduce contemporaneous correlation (see Roodman 2009a). In terms of doubts about significance in connection with collinearity we also carry out a variance inflation factor test (VIF) (see Kennedy 2003 and Ziesemer, 2010b). When contemporaneous regressors are significant we use the Durbin-
Wu-Hausman (DWH) test in the version of Davidson and McKinnon (2004) to test for endogeneity. This information together with assumptions on pre-determinedness versus exogeneity is used for the choice of instrumental variables in the Arellano-Bover (1995) orthogonal deviation version of our system GMM estimate; see Appendix B which also reports the results for the difference-in-Sargan test for the use of additional instruments. We compare the coefficient of the lagged dependent variable from the GMM estimate with that from a fixed effects estimate in order to make sure that the bias correction is not larger than $1/T$.

4. Results

We present here the regression results first for the countries with a GDP per capita above $1200 indicated by an ‘a’ in the equation number and then the result for the countries below $1200 indicated by a ‘b’ in the equation number. We present results first from an econometric perspective in section 4.1 linking back to the discussion in the previous section and then discuss them from an economic perspective in section 4.2.

Table 1: Aspects of system GMM

<table>
<thead>
<tr>
<th>Equation</th>
<th>Coefficients of lagged dependent variables</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>fixed effects</td>
</tr>
<tr>
<td>1a</td>
<td>0.853</td>
</tr>
<tr>
<td>1b</td>
<td>0.870</td>
</tr>
<tr>
<td>2a</td>
<td>0.533</td>
</tr>
<tr>
<td>2b</td>
<td>0.642</td>
</tr>
<tr>
<td>3a</td>
<td>0.747</td>
</tr>
<tr>
<td>3b</td>
<td>0.772</td>
</tr>
</tbody>
</table>

All regressions with time fixed effects. System GMM uses orthogonal deviations and 2SLS instrument weighting matrix. Panel corrected standard errors (PCSE) of the PERIOD SUR type, for eq. (2b) cross-section SUR.

4.1. Econometric results: Aspects of system GMM estimation

Table 1 shows the coefficients of the lagged dependent variable for fixed effects estimation in column 1, for system GMM estimation in column 2, and for OLS in column 3. In all cases, the value from system GMM is between the under-estimating one from fixed effects and below the over-estimating one from OLS. The number of periods is much larger in all cases than the number of observations divided by the number of countries, as indicated by columns 4 and 5. The expected bias in the column denoted as $1/T$ is between 10 and 50 percent. The system GMM estimate of the lagged dependent variable should therefore be

---

12 See also Masud and Yontcheva (2005).
10-50 percent higher than that of fixed effects if there were no other regressors. Roughly, in all six equations we find that the correction is equal to $1/T$ or lower as it should be because there are more regressors than only the lagged dependent variable. Finally, second order serial correlation should be absent. We present the p-values for the regression of the first difference of residuals on their own second lag in the last column, indicating the absence of second-order serial correlation (see Roodman 2009a).

4.2. Economic results: estimation and interpretation

For the sake of brevity, we abbreviate the savings ratio as ‘$s$’, the remittance ratio as ‘$w$’, the peegdp as ‘$p$’, $d(log(gdppc))$ as ‘$g$’, real interest rates as ‘$r$’, and the development aid ratio as ‘$d$’. In parentheses, we present p-values, the significance levels. Appendix B shows the instruments. To save space we do not write down information on time fixed effects and drop the residuals from the equations.

\[
taxy_{it} = a_{0,i} + 0.946taxy_{it-1} - 0.16s_{it} + 0.004s_{it}^2 - 20.16(w_{it-1})^2
\]

(1a)

\[
\begin{array}{cccc}
(0.00) & (0.09) & (0.052) & (0.06) \\
\end{array}
\]

Periods: 33 (1973-2005); countries: 41; Obs.: 406; S.E.: 1.49; J-stat.: 133; p(J)\textsuperscript{17} = 0.023

\[
\log(taxy_{it}) = b_{0,i} + 0.939\log(taxy)_{it-1} + 0.0025s_{it-1} - 0.00006s_{it-1}^2 - 1.03w_{it} + 3.42(w_{it-1})^2 - 0.17\log w_{it}
\]

(1b)

\[
\begin{array}{cccc}
(0.000) & (0.033) & (0.044) & (0.01) \\
(0.004) & (0.08) \\
\end{array}
\]

Periods: 30 (1976-2005); countries: 33; Obs.: 311; S.E.: 0.12; J-stat.: 68.1; p(J) = 0.17

\textsuperscript{13} Moreover, this implies that an upward bias of 8% as suggested by Bun and Windmeijer (2010) would bring the coefficient of the lagged dependent variable back to that of the fixed effect estimate. We speculate therefore that an extension of the Bun/Windmeijer result to several regressors would lead to much lower biases.

\textsuperscript{14} Roodman (2009a) reports that the Arellano-Bond test for second-order serial correlation breaks down when the coefficient is below 20 percent, which is the case in all our checks. The Hansen-Sargan chi-square test then is the relevant one for instrumenting and specification.

\textsuperscript{15} The corresponding standard errors are PCSE-SUR, i.e. panel-corrected standard errors of the seemingly unrelated regression type, which correct for remaining serial correlation.

\textsuperscript{16} Standard error of regression.

\textsuperscript{17} P-value of Hansen (-Sargan) statistic.
Figure 1. The non-linear relation between remittance and tax ratios in data range of the poor sample (mean 0.029, median 0.014 percent, std.dev. 0.041)

\[ \log(\text{taxy}) \]

Source: Author’s simulation

For the poorer sample, equation (1b) shows a negative impact of remittances from 1.9 percent to 13 percent and a positive one outside this interval (see Figure 1). However, there are many observations below 1.9 percent but not many above 13 percent. Indeed, the panel average in the simulations below is at about 1.7 percent for the poorer countries. The regression works much better when I use the natural log of the tax variable for poorer countries and the version without logs works better for the richer sample.\(^\text{18}\) The different specifications and the strong non-linearities with many countries on the different sides of the extrema suggest that further dis-aggregation and analyses of heterogeneity could yield further insights. For the richer panels, remittances have a negative direct impact on the tax ratio in equation (1a). The savings ratio has a u-shaped impact with a minimum at 19.7 percent in the richer sample and an inverted u-shape with a maximum at 20.6 percent in the poorer sample. Therefore, we look at the impact of remittances on savings next.

\(^{18}\) I take the one that works better, because there is no alternative to this procedure in this case. Even if we had theoretical foundations for a complex political process, which would cover panels including dictatorships and more or less contested democracy, theory cannot tell us what the related functional forms are.
\[ s_{it} = c_{0,i} + 0.55s_{it-1} + 71.7\log(1+w_{it}) -105\log^2(1+w_{it}) + 9.0g_{it-1} + 27.7\log(1+d_{it}) - 0.57p_{it-1} \]

\[ (0.00) \quad (0.0003) \quad (0.064) \quad (0.013) \quad (0.04) \]

(0.005)

Periods: 26 (1976-2005); countries: 46; Obs.: 457; S.E.: 3.29; J-stat: 172.8; p(J) = 0.045.

\[ s_{it} = f_{0,i} + 0.668s_{it-1} + 51.8w_{it-1} - 216.7w_{it-1}^2 - 0.0072p_{it}^2 - 25.4d_{it} + 52.8d_{it-1}^2 + 18.7(NM/L)_{it} \]

\[ (0.00) \quad (0.0034) \quad (0.03) \quad (0.0003) \quad (0.038) \quad (0.0073) \quad (0.0025) \]

Periods: 6 (1980-2005); countries: 32; Obs.: 65; S.E.: 3.3; J-stat.: 26.83; p(J): 0.14

In both samples, worker remittances enhance the savings ratio, because the inverted u-shape effect has a negative slope only when remittances are more than 40.6 percent of the GDP for the richer sample in equation (2a) and 12 percent for the poorer sample; both values are higher than average plus two standard deviations.

There are some other interesting effects in these regressions. The effect of development aid on savings has been debated for decennia (see Doucouliagos and Paldam (2006) for a survey). One possibility for this is coming out of our regressions. In richer countries, aid enhances savings, but in poorer countries, aid reduces savings until it is 24 percent of the GDP, when ignoring the lag. This is plausible in the sense that in poorer countries more money goes to emergency and poverty fighting – to present needs rather than to future needs -, and this money may be matched by that of the government and thereby contribute to a reduction in savings. For richer countries, especially when aid is tied to trade, such as buying machines from the donor country, imperfect fungibility of money allows driving aid into savings and investment rather than consumption. In short, the controversies of the past may be due to panel heterogeneity, stemming from different behaviour of poor and less poor countries. Moreover, in both samples, higher public expenditure on education reduces the savings ratio, which probably is the case because these countries have imperfect credit markets concerning investment in human capital, forcing people to save before investing in education. Then, higher public expenditure on education reduces the pressure to save before schooling. Finally, it seems remarkable that net immigration enhances savings in the poor sample. Probably this is the case because migrants bring some savings with them at amounts higher than the average value in the country, which is not the case in the richer sample\(^{19}\). From the perspective of this

\(^{19}\) It could also be the case that they do contribute to savings but not yet to the GDP; however this should then also be the case for the richer sample and therefore is less plausible.
Next, we look at public expenditure on education in order to see how they depend on tax ratios, savings ratios, remittances and aid.

\[
P_{it} = k_{01} + 0.8P_{it-1} - 0.03P_{it-1}^2 + 0.049TAXY_{it} + 1.98d_{it-5} + 0.14\log(w_{it-1} - 21.66w_{it-1}^2 - 5.4d_{it}^2) - 21.66w_{it}^2 - 5.4d_{it}^2
\]

(0.000) (0.014) (0.0013) (0.003) (0.0013) (0.015)

(0.1003)

Periods: 24 (1982-2005); countries: 29; obs.: 182. S.E.: 0.33; J-stat.: 63.4; p(J): 0.036.

For both groups of countries we find also a quadratic term of the lagged dependent variable. Higher tax revenues are used for higher public expenditure on education. Remittances, often used for private financing for education, induce governments first to increase and then to decrease public expenditure on education with a maximum of 11.7 percent in richer countries’, equation (3a), and 5.4 percent in poorer countries. Development aid has a u-shaped effect in the richer sample with a minimum at 10.8 percent and an inverted u-shaped effect in the poorer sample effect with a maximum near 18.3 percent. Richer countries tend to reduce public expenditure on education when getting more aid and poorer countries tend to increase it before the extremum. Savings have no direct impact on public expenditure on education.

The logic coming up from the above regressions for both samples is that remittances have a positive impact on savings; remittances and savings have an impact on taxation, with opposite effects of savings on taxation in the two samples; and remittances and taxation have an impact on public expenditure on education. This is slightly complicated further as for the savings ratio of both samples, public expenditure on education appear also in the equations; in the poorer sample also net immigration as a share of the labour force is significant. Savings do not appear in the equation for public expenditures on education, whereas aid does, with a u-shaped curvature for the rich sample and an inverted u-shaped curvature for the poor sample, when ignoring lags. Average effects will therefore depend on the values determining in which part of the curvature the
groups are on average. There will also be a strong sensitivity concerning the size of the shock, which may lead into areas with changed slopes.

5. Effects of increasing remittances: baseline simulation and shocks compared

We simulate the above equations with respect to the endogenous variables in order to analyze the effect of changes in remittances on savings ratios, tax ratios and public expenditure on education as a share of GDP. The other variables might also be affected by remittances and the differentiated variables, but we treat them as autoregressive processes, cutting off feedback effects and isolating the effects under consideration. For the richer sample, the autoregressive assumption refers to remittances per unit of GDP, the growth rate of the GDP per capita, and the development aid per unit of GDP. For the poorer countries, they regard remittances/GDP, aid/GDP and net immigration per unit of the labour force. In all cases, initial values are constructed by regressing the dependent variable on a constant and a linear or quadratic time trend for some periods with some overlap with the period of estimation.

5.1. Baseline simulations and shocks in the richer sample

Figure 2a shows the autoregressive processes. The GDP per capita has increasing growth rates until 1970 and then they fall to a little more than three percent. Worker remittances go to about 4.7 percent of GDP and aid to about 3.6 percent. For the richer sample, remittances are larger than aid.

Figure 2b shows the simulation of the dependent variables of equations (1a-3a). Savings go up to 27 percent of GDP, taxation at about 23 percent and public expenditure on education remains below 5 percent.

The consequences of a ten percent shock to remittances/GDP ratio are shown in Figure 2c. The increase in the savings ratio runs up to almost 4 percent of the baseline value. Government variables fall though: the tax ratio by 15 percent below baseline and public expenditure on education up to 7.5 percent. The government withdraws in the richer sample when remittances increase and government variables fall at the same order of magnitude as remittances increase. Smaller shocks lead to qualitatively similar results. If we increase the shock to 60 percent, the system collapses as public expenditure on education go extremely negative and savings and tax ratios extremely positive. This might indicate that parameter values have to change when the shock is large as suggested by the Lucas critique. On the other hand, permanent shocks of 60 percent are very unlikely to occur and therefore elasticity changes may remain low too.

---

20 The total system effect of remittances taking into account many feedback effects for the poorer sample is considered in Ziesemer (2012b) in a slightly different but larger version of the system. The innovations of this paper are the results for the richer sample and the comparison of the two.
Figure 2. Baseline simulation and ten percent shock for the richer sample

Figure 2a: Baseline simulation of the autoregressive processes

Figure 2b: Baseline simulations for savings, taxes and education expenditure

Figure 2c: Effects of a ten percent shock to remittances/GDP in the richer sample

Source: Author’s simulation
5.2. Baseline simulations and shocks in the poorer sample

Figure 3a shows the autoregressive processes. Aid is going to 9.5 percent of GDP and therefore is much larger than remittances. Remittances remain below 1.8 percent. Therefore, they are to the left of the local maximum in Figure 1, where the slope is positive up to a value of 1.9 percent.\textsuperscript{21} Net immigration falls to a negative 2 percent.

Figure 3b shows that savings remain below 15 percent of GDP, but taxes go beyond 25, and public expenditure on education go to 6.5 percent.

Figure 3c shows that a ten percent shock of remittances increases the savings ratio as well as, unlike the previous sample, the public expenditure on education and the tax ratio. Again, smaller shocks lead to qualitatively similar results. If the shock goes to 39.6 percent or higher, the tax ratio reacts slightly negatively because the shock leads far into the area of a negative relation of remittances and taxes in equation (1b) and Figure 1, the range of 1.9 to 13 percent discussed above. The Lucas critique was written in the times of log-linear macroeconomic models with constant elasticities. It is very plausible that the Lucas critique indeed holds here because of the high non-linearity of Figure 1, which does not support a constant-elasticity assumption even for constant parameter estimates.

\textsuperscript{21} But quite a few countries are at values above 1.9 percent. This suggests a further split of the sample in future work according to the size of remittances.
6. Summary and conclusion

Summing up, savings increase through remittances in both samples. In the richer sample, remittances reduce taxes and higher savings reinforce this. In the poorer sample, a highly non-linear effect of remittances on taxation is present, which leads to higher savings and taxes for small and medium size shocks, but to negative effects on tax ratios for very high shocks. Public expenditure on education is negatively affected in the richer sample, although higher remittances have a positive effect but lower tax ratios have a negative effect. In the poorer sample too, public expenditures on education increase directly through remittances, but there is no fall in tax ratios for shocks below 39.6 percent of the remittance ratio and therefore the total effect is also positive for the public education money.

As for the richer sample, taxation and public expenditure on education are reduced - the government withdraws. This policy bears the risk of an education slow down, which may retard growth. In the poorer sample, education
clearly benefits from remittances as far as savings, tax ratios and public expenditure for education are concerned because the government acts complementarily, which may contribute to growth. These effects can be viewed as a return to earlier emigration and a (partial) compensation for the implied brain drain. These returns though should not lead to a reduction of efforts achieving higher growth. Especially an entrance of the richer sample into the high-technology areas will be difficult with hesitant education policies. But policy conclusions also depend on interactions with others issues appearing in government budgets.
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Appendix A:
List of Countries

Countries with GDP per capita above $1200 (2000):
Albania, Algeria, Argentina, Aruba, Belarus, Belize, Bosnia and Herzegovina, Botswana, Brazil, Bulgaria, Cape Verde, China, Colombia, Costa Rica, Croatia, Cyprus, Dominican Republic, Ecuador, Egypt, El Salvador, Estonia, Guatemala, Hungary, Jamaica, Jordan, Kazakhstan, Latvia, Lebanon, Libya, Lithuania, Macao, Malta, Mexico, Morocco, Namibia, New Caledonia, Oman, Panama, Paraguay, Peru, Romania, Russian Federation, Samoa, Seychelles, Slovak Rep., Slovenia, Suriname, Swaziland, Thailand, Togo, Tonga, Trinidad and Tobago, Tunisia, Turkey, Uruguay, Venezuela.

Countries with GDP per capita below $1200 (2000):

Appendix B:
Instrumental variables, DWH Endogeneity test, and difference in Sargan tests

This appendix provides the list of instruments used in the regressions, starting with the number of the respective regressions. The first number after a variable gives the first lag used and the second numbers gives the last lag used. These are used as dynamic instruments then (see Baltagi 2008, Chap.8). If only one lag is mentioned, we have a simple standard instrument.

(1a) TAXY, -2,-3; SAVGDP, -1,-1; SAVGDP$^2$,-1,-1; (WR(-1)/GDP(-1))$^2$, time dummies; c.
   Instrument rank: 158.
(1b) LOG(TAXY), -2,-3; SAVGDP(-1); SAVGDP(-1)$^2$; WR/GDP; (WR(-1)/GDP(-1))$^2$
   LOG(WR/GDP); time dummies; c. Instrument rank 94.
(2a) SAVGDP, -2,-4; LOG(1+WR/GDP), -1,-1; $LOG^2$ (1+WR/GDP), -1,-1; D(LOG(GDPPC(-1)));

22 The difference-in-Sargan test for the last lag has p-value of $p = 0.30$. 
LOG(1+ODA/GDP),-1,-1; PEEGDP(-1); time dummies; c. Instrument rank: 179.

(2b) SAVGDP,-3,-6, \( (WR(-1)/GDP(-1))^2 \); (PEEGDP)^2; ODA(-1)/GDP(-1); ODA(-1)/GDP(-1))^2; NM/L; time dummies; c. Instrument rank: 33.

(3a) PEEGDP,-2,-3; PEEGDP^2,-2,-4; LOG(TAXY); WR/GDP; (WR/GDP)^2; ODA(-1)/GDP(-1); (ODA(-1)/GDP(-1))^2; ODA(-2)/GDP(-2); (ODA(-2)/GDP(-2))^2; PEEGDP(-5); time dum.; c. Instr.rank: 113.

(3b) PEEGDP,-2,-2; PEEGDP^2,-2,-2; TAXY; ODA(-5)/GDP(-5); LOG(WR(-1)/GDP(-1)); (WR/GDP)^2; (ODA(-1)/GDP(-1))^2 ; time dum.; c. Instrument rank: 76.

**DWH endogeneity test of regressors, with one lag as instrument**

In the fixed-effects regression corresponding to eq. (1a), the savings variables are endogenous because adding the residuals from the standard first stage regressions as an additional regressor in the DWH test yields p-values of 0.0669 for savgdp and 0.02 for savgdp^2.

In the fixed-effects regression corresponding to eq. (1b) the worker remittance variable wr/gdp is not endogenous because adding the residuals from the first stage regression as an additional regressor yields a p-value of 0.73 and p=0.82 for its log version. We assume that the worker remittance variable is not pre-determined, but exogenous.

In the fixed-effects regression corresponding to eq. (2a), the aid and worker remittance variables are not endogenous because adding the residuals from the first stage regression as an additional regressor yields p-values of 0.81, 0.37 and 0.645 in the order of appearance above. We assume that worker remittances and aid both are predetermined rather than exogenous, as they may compensate earlier shocks to savings in the richer sample.

In the fixed-effects regression corresponding to eq. (2b) the variables public expenditure on education/GDP, ODA/GDP and net immigration as a share of the labour force aid are not endogenous because adding the residuals from the first stage regression as an additional regressor yields p-values of 0.97, 0.62 and 0.30 in the order of appearance above. As ODA/GDP may indeed depend on earlier residuals, because in poor countries aid is given because of a lack in the surplus product, it may be pre-determined and we use a lagged instrument. For education expenditure and migration there is hardly any reason

---

23 The difference-in-Sargan test for the last lag has p = 0.72, indicating a low effect on the J-statistic but the lagged dependent goes into the expected direction.

24 We regress the regressor under suspicion on its own lag envisaged as an instrument and on the other regressors of the fixed effects regression.
why they should depend on earlier residuals of savings and we assume that they are exogenous.

In the fixed-effects regression corresponding to eq. (3a), all the contemporaneous regressors are not endogenous because adding the residuals from the first stage regression as an additional regressor yields p-values of 0.67 for \( taxy \), 0.46 for \( wr/gdp \), 0.66 for \( (wr/gdp)^2 \), 0.33 for \( oda/gdp \) and for its square 0.16. As ODA/GDP may indeed depend on earlier residuals, because in many countries aid is given because of lacking education money,\(^{25}\) it may be pre-determined and we use a lagged instrument. For taxes and remittances, we assume that they are exogenous.

In the fixed-effects regression corresponding to eq. (3b) all the contemporaneous regressors are not endogenous because adding the residuals from the first stage regression as an additional regressor yields p-values of 0.71 for \( taxy \), 0.54 for \( (wr/gdp)^2 \), 0.38 for \( oda/gdp \) squared. As ODA/GDP may indeed depend on earlier residuals, because in poor countries aid is given because of the lack in education money, it may be pre-determined and we use a lagged instrument. For taxes and remittances there is hardly any reason why they should depend on earlier residuals of \( peegdp \) and we assume that they are exogenous.

Unfortunately, there seems to be no test for the question whether a regressor is exogenous or predetermined. Making the assumptions differently from what we did above leads in all cases to lower values of the coefficient of the lagged dependent variables, although they should probably be even higher to correct the bias of \( 1/T \), and often we get in addition other worse results. We do not hesitate to admit that the assumptions have been made in a way to get the results as consistent as possible with econometric theory, here the upward correction of the fixed effects bias in the coefficient of the lagged dependent variable.

\(^{25}\) This may be reflected in earmarked aid for education purposes; see Ziesemer (2012a), Table 1.